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1 SCOPE:
This document is intended to provide an understanding of HPOV NNM integration package and how to use it. All the details are provided with respect to use the package on Windows platform only.

This document has consolidated information on the hardware requirements, Software requirements, development environment & tools and the implementation strategy.

2 DESIGN REQUIREMENTS:

2.1 Hardware requirements:

Windows 2003 Server - Pentium dual core machine, 4GB RAM, 160GB HD with the following applications:

1. Terminal Services

2. Web Server

3. DHCP Server

4. OmniVista Server

5. DNS Server 

6. Paging file Setup 

7. SNMP Agent Installation

8. IPX Service Installation

9. TCP/IP Service Installation
2.2 Software requirements:

1. OmniVista (latest)

2. HPOV NNM 7.51

3 DEVELOPMENT ENVIRONMENT AND TOOLS:

1. Microsoft Visual C++ 6.0

2. HPOV Plug-in package Source code for Windows platform. 


Details as follows: 

	<hpov>/integration/windows/debug/install.exe
	Integration program

	<hpov>/integration/windows/install.c
	Source code of the integration program

	< hpov >/integration/windows/aendapi.h
	Header

	< hpov >/integration/windows/aendapi.c
	Source code for Api module

	<hpov>/integration/windows/install.mak
	Makefile

	<hpov>/integration/windows/makeinstall.bat
	Batch file to run de compilation

	<hpov>/integration/hpov/scripts/
	Contains the Alcatel-Lucent definition files

	<hpov>/integration/hpov/icons/
	Contains the Alcatel-Lucent icons

	<hpov>/integration/hpov/mibs/xos
	Contains the Alcatel-Lucent xos mibs

	<hpov>/integration/hpov/mibs/aos
	Contains the Alcatel-Lucent aos bop mibs


4 DEVICES SUPPORTED: 
The following devices of Alcatel-Lucent are supported in this integration package.
 OmniStack 6024
 OmniStack 8008
 OmniStack 6124
 OmniStack 6148
 OmniSwitch 6224
 OmniSwitch 6224P
 OmniSwitch 6248
 OmniSwitch 6248P
 OmniSwitch 6212
 OmniSwitch 6224U
 OmniSwitch 6212P
 OmniSwitch 660224
 OmniSwitch 660248
 OmniSwitch 6624
 OmniSwitch 6648
 OmniSwitch 6824
 OmniSwitch 6848
 OmniSwitch 6824U
 OmniSwitch 6824L
 OmniSwitch 6848L
 OmniSwitch 6824LU
 OmniSwitch 6848LU
 OmniSwitch 685024
 OmniSwitch 685048
 OmniSwitch 685024X
 OmniSwitch 685048X
 OmniSwitch 6850P24
 OmniSwitch 6850P48
 OmniSwitch 6850P24X
 OmniSwitch 6850P48X
 OmniSwitch 6850U24X
 OmniSwitch 685024L
 OmniSwitch 685048L
 OmniSwitch 6850P24L
 OmniSwitch 6850P48L
 OmniSwitch 7700
 OmniSwitch 7800
 OmniSwitch 8800
 OmniSwitch 9600
 OmniSwitch 9700
 OmniSwitch 9800
5 EXECUTION DETAILS:

The aim of the integration program is to customize the HPOV NNM platform in order to be able to recognize all the AeND switches and to be able to launch any version of OmniVista, Alcatel-Lucent’s management application, from the HPOV NNM context.

Prior to running the integration program, HPOV NNM needs to be installed.

Once this program has been launched, the user will have to run the HPOV discovery feature, in order to recognize the Alcatel-Lucent switches in the new context. This integration program can be executed several times, each time the objects will be re-created and the user will have to re-discover the network(s).

5.1 PROCEDURE TO INTEGRATE NEW MIBS:

When new mib objects are integrated to the existing ones, the mibs have to be copied to the NNM Server where the integration exe (install.exe) is executed.

Before we get on to install the integration package, it is mandatory to have the mibs compiled/loaded in the NNM Server machine. To do this, execute the batch file [For example to integrate 631 mibs: compile-aos-631-mibs.bat] from the path mentioned below:

/hpov/mibs/aos-631> compile-aos-631-mibs

The executable to have NNM integrated with OmniVista (install exe) is available under:

/hpov/OmniVista/windows/exe

This needs to be executed if OmniVista has to be launched from within the HP OV NNM application. 

/hpov/omnivista/windows/exe> install.exe
The hosts file which contains the IP addresses of the switches to be discovered should be loaded.

C:\Program Files\HP Openview\bin> loadhosts hosts.nnm

Final Executable for AOS-mibs is placed under /hpov/ and has to be run as:

/hpov> install.exe

New mibs incorporated location:
/hpov/mibs

After integration is done the Mib’s will be copied to the respective location in the HP OpenView installation path. The integration file is executed only once initially after having installed NNM and OmniVista.

5.2 PROCEDURE TO SUPPORT NEW DEVICES:

The OID and the mib object of the new device to be supported have to be defined in the code. These devices can be discovered by following the procedure given below.

The new device that needs to be discovered through NNM can be connected directly or through a management switch.

In the former case the device is connected directly using a straight cable to the PC which has NNM installed in it.

The other option is to connect the new device to the NNM PC through a management switch will enable a number of devices to be connected to the PC through this switch. 

All the devices that are required to be discovered should have SNMP configured.

The SNMP station should be NNM Server IP.

Commands to configure SNMP in the switch to be discovered in the Map area
Sample configuration on an AOS switch:

· snmp security no security

· snmp authentication trap enable

· snmp community map “public” user “public” on

· snmp station  <NNM Server IP>  162 “public” v1 enable

Where 


“public”
:
 User name


162

:
Trap Port Number [Default port number for SNMP]
             v1

: 
SNMP Version [it can be v1 or v2 or v3]
The user name should be an already configured user. This is verified using “show user” CLI command. If the user is not already configured, the following command is used to 

do so.

· user “public” password “<desired password>” no auth read-write all
The new devices that need to be supported should be included in the hosts.nnm file along with their IP addresses. This host file should be loaded after the mib integration. The following command executed from the NNM /bin directory gets it loaded. 

C:\Program Files\HP Openview\bin> loadhosts hosts.nnm

5.3 PROCEDURE FOR QUERYING OBJECT VALUES:
· Once compiled, installed and host file loaded the NNM services should be stopped and started again.


This can be done through 


START -> PROGRAMS ->HP Openview-> Network Node Manager Admin    
NNM Services – Stop/Start.

· First stop the services and reset the database.


This is done by deleting the ‘openview’ folder under 


Program files/ HP OpenView/databases.

· Now start the NNM services. 

· Once initialization of NNM services is complete, start the NNM Application Manager.


START -> PROGRAMS ->HP Openview-> Network Node Manager


Now NNM starts discovering all the switches connected in the network. Select individual devices discovered and poll node to get the updated configuration details on the node.


Fault -> Network Connectivity-> Poll node.

· Load the new MIB objects using Tools -> SNMP MIB Browser, browse and select the mib to load (if the mib object is not already available).

· Get / Set the value for the object in the MIB Browser tree.

6 OMNIVISTA VERSION COMPATIBILITY:

The plug-in code has been modified and the integration exe has been built such that the NNM operates with any version of Omni Vista installed.

7 TESTING:
7.1 NNM-OV INTEGRATION TESTING:

Having HP OV NNM and OmniVista also installed, execution of the integration executable should be successful. Refer the snapshot for a successful integration termination.
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7.2 OmniVista COMPATIBILITY TESTING:

With any version of OmniVista installed, the switches should be discovered.
7.3 SNMP CONNECTIVITY TESTING – POLL NODE:

( The SNMP Connectivity test can be done after having installed the integration exe and the NNM application coming up. 

( Populate the hosts file with the IP address of the devices to be discovered.

( Load the hosts file and see the devices filling up the map area.

( Select the desired device and Poll the node for the connectivity test.

( To Poll the node, Faults-> Network Connectivity-> Poll Node.

7.4 ICON DISPLAY TESTING:

Devices which are supported (mentioned in the DEVICES SUPPORTED) should be discovered in the map area with their respective icons and symbols.

7.5 MIBS TESTING:
Load the new mibs from the MIB Browser (Tools-> SNMP MIB Browser). To load the new mibs (Options-> Load/Unload Mibs: SNMP). Choose mib you want to load from the HPOV Installation Path.
